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Introduction

L’estimation de I’age d’un patient est une procédure trés courante en médecine légale. Nous nous
intéressons dans le contexte de ce travail plus particulierement a la pratique consistant a estimer si un individu
est mineur ou majeur, procédure qui reste de nous jour particulierement discutée dans la communauté scien-
tifique (1-4). Cette question reste clef notamment dans le contexte de la gestion judiciaire des personnes dé-
nouées de justificatifs d’identité et des demandeurs d’asile. Cette estimation est évidemment sensible a la
lumiére des enjeux éthique et individuel qu’elle engendre.

En regard de la législation, 1’article 43 de la loi n°2016-297 du 16 mars 2016 indique :

« Les examens radiologiques osseux aux fins de détermination de l'dge, en l'absence de documents d'identité
valables et lorsque l'age allégué n'est pas vraisemblable, ne peuvent étre réalisés que sur décision de l'autorité
Jjudiciaire et apres recueil de l'accord de l'intéressé. » (5)

Le consensus scientifique relatif a I’estimation de I’age (Study Group on Forensic Age Diagnostics :
AGFAD) préconise I'utilisation de quatre ¢léments : un examen clinique, une radiographie de la main, un
orthopantomogramme ainsi qu’un scanner de la clavicule (6).

Dans le contexte précédemment décrit, les examens complémentaires radiographiques ne sont, évi-
demment, pas nécessairement présents. Néanmoins, 1’orthopantomogramme étant une pratique d’imagerie
classique et réguliere en odontologie, il est relativement fréquent de posséder cette information.

Une estimation de I’age d’un individu en se basant sur le simple orthopantomogramme apparait de

facto comme une approche pertinente dans notre contexte.
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Les odontologistes médico-légaux utilisent pour se faire I’I3M (dit indice de la troisiéme molaire).
Développé par Cameriere et al. puis validés par de nombreux auteurs (7—10), il consiste en un ratio entre la
somme des ouvertures apicales et la hauteur de la 3*™ molaire mandibulaire (figure 1), si ledit ratio est infé-
rieur au seuil de 0.08 I’individu est alors classifié comme majeur. Cette approche implique une interprétation
manuelle de la radiographie par un odontologiste médico-l1égal. La sollicitation d’une telle procédure est ainsi
par définition chronophage, colteuse, et exposée a des biais humains idiosyncratiques inhérent a I’analyse par

I’expert, ce qui souléve le probleme de la reproductivité de la conclusion établie (11).

Figure 1 : Exemple d’une annotation pour un calcul de I’'I3M : % (12)

Dans le cadre de cette these, le projet consiste a automatiser la procédure de calcul de I’'I3M afin
d’offrir une aide a la décision permettant d’apprendre cette technique pour les débutants et d’homogénéiser
les pratiques pour les spécialistes.

Plus spécifiquement, la solution proposée combine deux algorithmes distincts : ['un permettant d’es-
timer le contour de la dent, I’autre estimant les points d’inflexion de la forme précédemment estimée pour
finalement calculer I’I3M.

Dans la premicere partie de ce document, afin de mieux apprécier le travail réalisé dans 1’article associé,
nous rappellerons certains détails relatifs a I’intelligence artificielle et aux éléments algorithmiques. L article
dans sa version originale sera ensuite proposé. Enfin, nous terminerons par une derniére partie de discussions

des résultats et sur les perspectives de ce travail.
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I. Aspects liés a I’'Intelligence Artificielle

1. Terminologie

1.11Intelligence artificielle

Selon IBM (13) « l'intelligence artificielle exploite les ordinateurs et les machines pour imiter les fonc-
tions de résolution de problémes et de prise de décision du cerveau humain. ». En somme cette approche
permet d’optimiser ou de remplacer les processus décisionnels via 1’utilisation de la technologie moderne,
cette grande famille regroupe de nombreuses sous-familles, notamment dans le contexte qui nous intéresse le

« Machine Learning » et le « Deep Learning » (figure 2).

Artificial Intelligence
Any technique which enables computers i Q
to mimic human behavior. :

Artificial Intelligence

&

Machine Learning

Subset of Al techniques which use Machine Learning
statistical methods to enable machines N[
to improve with experiences. ﬁ

) Deep
Deep Learning Learning

Subset of ML which make the
computation of multi-layer neural
networks feasible.

Figure 2 : Terminologie en lien avec [’intelligence artificielle
Intelligence artificielle : Toute technique permettant de reproduire un comportement humain

Machine Learning : Intelligence Artificielle basée sur ['utilisation d’outil statistique pour permettre [’ ap-
prentissage automatisé par les machines
Deep Learning : Algorithme complexe de « machine learning » utilisant des réseaux a couche multiples

(14)
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1.2Machine Learning

Le Machine Learning en francais « apprentissage automatique » est une sous-branche de la grande
famille de I'intelligence artificielle utilisant des approches algorithmiques a fondamentaux statistiques per-
mettant au logiciel de calibrer sa décision et d’apprendre automatiquement. Quelques exemples d’automati-
sation en Machine Learning : prédiction météorologique, reconnaissance faciale, publicité ciblée, diagnostics
médicaux, identification de fraudes (15-19).

Il est courant de segmenter les algorithmes de Machine Learning en trois paradigmes : Supervisé, Non-
Supervisé, et Apprentissage par renforcement (figure 3).

Meaningful
Compression

Structure Image

i P Customer Retention
Discovery Classification

Big data Dimensionality Feature HAERity krlid

. P ! Diagnostics
Visualistaion Reduction Elicitation Detection

Recommender : . Advertising Popularity
Systems UnSUPeI"VISEd SuperVIsed Prediction
Learning Learning Weather
Forecasting
Clustering M h .
Targected Population
Marketing a’ C I n e Erowth Market

Forecasting

Prediction

Customer

Segmentation L e a r n i ng

Estimating
life expectancy

Real-time decisions

Reinforcement
Learning

Robot Navigation Skill Acquisition

Learning Tasks

Figure 3 : Les différents paradigmes de Machine Learning
Apprentissage Non supervisé, Apprentissage Supervisé, Apprentissage par renforcement
(20)

L’apprentissage par renforcement concerne une situation ou I’environnement est modélisé mais dont
la solution au probléme n’est pas connue, par exemple la création d’un algorithme capable de jouer seul a un
jeu vidéo. L’algorithme agit alors par incréments et ajuste ses critéres de décisions en fonction des signaux de
renforcements (positifs ou négatifs) recus par ledit environnement, on parle également d’approche par chaine

de Markov.
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Les solutions dites « supervisées » concernent les algorithmes nécessitant une procédure dite de labé-
lisation manuelle en amont de la calibration (entrailnement) de ce dernier. L’exemple classique est le dévelop-
pement d’une méthode permettant de détecter un élément donné sur un cliché de photographie (animal, pan-
neau de signalisation, humain etc.), pour ce faire 1’algorithme doit s’entrainer en préambule sur une série de
photos (souvent trés nombreuses), sur lesquelles les éléments a détecter ont d’ores et déja été indiqués par un
humain (étape dite de labélisation). La figure 4 présente un exemple de cliché labélisé¢ qu’on aurait pu donner

a un algorithme supervisé dans le cadre de son entrainement.

Figure 4 : Exemple d’une donnée d’entrée pour un algorithme supervisé (21)

Les solutions dites non-supervisées quant a elle ne nécessitent pas de labélisation en amont. L exemple
classique de tels algorithmes est celui des « clusterisation » permettant d’automatiquement créer des sous-

groupes (« cluster ») d’individus en fonction de leurs comportements, affinités etc.

1.3Deep Learning

Le « deep Learning » est une sous-branche du Machine Learning qui s’emploie a utiliser les logiques
des algorithmes classiques du Machine Learning et a les intégrer dans une structure de gestion des données

appelée « réseau de neurone ».

Le réseau de neurone fait référence a une architecture de « nceuds » s’envoyant mutuellement des in-
formations apres avoir transformé 1’information regue (2 I’instar du neurone en biologie). Chaque noeud con-
tient une fonction mathématique a I’origine de ladite transformation qui sont souvent de type « convolution »

(comparaison entre deux zones, appelée également extraction de « feature »), « pooling » (agrégation), ou

BUI
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encore une transformation linéaire basique notamment afin de générer un output final de type binaire (figure

5).

Deep neural
networks learn
hierarchical feature
representations

hidden layer 1 hidden layer 2 hidden layer 3

TER)

output layer

Figure 5 : Exemple visuel d’apprentissage de ‘features’ par un réseau de neurone
Un réseau de neurones a trois couches cachées associées a une couche d’entrée et une couche de sortie est
schématisé, ce dernier permet une reconnaissance faciale. Chaque rond blanc correspond a un nceud de cal-
cul encapsulant une série de fonctions mathématiques a optimiser, chaque trait correspond a un poids a op-
timiser reliant un neurone d’une couche a un neurone de la couche suivante. Des photos de visages sont
soumises en entrée a l’algorithme, les sous-couches permettent d’en extraire les caractéristiques cachées
(features’) : forme du visage, longueur du nez etc. Finalement la couche finale de sortie donne un résultat
binaire sur l'individu détecté sur le visage soumis.

(22)

11 faut donc comprendre le réseau de neurone comme un maillage de fonctions mathématiques élémen-
taires dont la force réside dans une architecture avec de nombreuses couches (« layers ») permettant un degré
de liberté important et donc la résolution de problématiques complexes. On parle de « deep learning » lorsque

le nombre de couche du réseau de neurone est important (supérieur a 3 généralement).
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2. Aspect spécifique a I’imagerie

2.1Définitions

Les analyses d’images par Machine Learning se distinguent en quatre catégories selon I’objectif final de
I’algorithme (22-26) (figure 6) :

- Classification : une énumération des éléments objectivés

- Localisation : un encadré sur les éléments objectivés

- Segmentation sémantique : une association de chaque pixel a I’un des éléments objectivés

- Segmentation d’instance : identique a la segmentation sémantique mais avec la possibilité de distin-

guer plusieurs instances d’'un méme objet.

A
B
3

(a) Image classification

bottle

(c) Semantic segmentation (d) Instance segmentation

Figure 6 : Différent type d’analyse d’image par machine learning.
a) Classification : liste des éléments identifiés, b) Localisation d’objets : les éléments identifiés sont locali-
sés par une zone rectangulaire , c) Segmentation sémantique : les éléments identifiés sont localisés préciseé-
ment pixel par pixel et d) Segmentation d’instances : identique a la segmentation sémantique mais avec la
possibilité d’identifier plusieurs instances d’'un méme élément accolé (cube en [’occurrence)

ey
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2.2Approche employée dans [’article

L’approche présentée dans 1’article comporte deux parties distinctes:
- L’estimation du contour de la dent (également dénommé masque)

- L’estimation des points clefs (bordures des apex, point le plus coronaire et apical de la dent)

L’estimation du contour de la dent passe par 1’utilisation d’un algorithme supervisé de deep learning de
segmentation. Plus spécifiquement nous avons comparé dans ce travail les algorithmes Mask R-CNN (27) et
U-Net (28). Ces deux algorithmes sont tous deux des réseaux de neurones dits convolutifs, c’est-a-dire s’as-
treignant a extraire les composants (« features ») d’une image, ils différent par des designs d’architecture du
réseau et de fonction au sein des nceuds. Mask R-CNN est une référence dans de nombreux domaine d’analyse
d’images tandis que U-Net a été développé spécifiquement pour des applications en médecine (28) en intégrant
notamment une gestion de la résolution pour éviter une perte de cette dernicre entre les différentes couches.
Au final, I’objectif de la premicre partie du travail consiste a développer un algorithme distinguant le contour

apical et coronaire de la dent.

La seconde partie de I’algorithme, quant a elle, estime les points clefs permettant in fine de calculer ’I3M.
Cette seconde partie prend donc comme seule donnée d’entrée les masques précédemment extraits. Ces algo-
rithmes s’inscrivent dans une branche mathématique dénommée « analyse topologique » dont I’objectif est
d’analyser les formes géométriques, d’ou la terminologie TDA (topological data analysis) que nous avons

utilisée dans la suite de ce travail.
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II. Article Original

UTILISATION DE L’INTELLIGENCE ARTIFICIELLE AFIN DE REPLIQUER UN PROCESSUS
DECISIONNEL : CAS D’ETUDE EN ODONTOLOGIE LEGALE

RESUME

Objectifs : L’utilisation de I’indice de maturité de la troisiéme molaire mandibulaire (I3M) afin de détermi-
ner 1’4ge d’un patient est une pratique commune en odontologie 1égale. L objectif de cette étude est de cal-
culer automatiquement cet index en combinant un algorithme d’intelligence artificielle avec un algorithme
d’analyse topologique. In fine, il s’agit de développer un outil d’aide a la décision.

Meéthodes : La base de données contient 456 images de patients issus de la France et de I’Ouganda. Deux
algorithmes supervisés d’apprentissage profond (Mask RCNN, U-Net) estimant le contour apical et coro-
naire des dents ont ét¢ comparés sur les radiographies des troisiémes molaires mandibulaires inférieures.
Puis, afin de déterminer la hauteur de la dent ainsi que I’ouverture des apex, deux analyses topologiques ont
¢été comparées sur les masques inférés lors de la premicre étape. Plus spécifiquement, une analyse topolo-
gique possédait une composante d’apprentissage profond (TDA-DL), tandis que la seconde n’en possédait
pas (TDA).

Résultats : La performance de U-Net fut meilleure que celle de Mask R-CNN avec une précision (ratio
moyen de I’intersection sur I’union) de respectivement 91.2% et 83.8%. Les résultats de la combinaison de
U-Net avec TDA ou TDA-DL en comparaison avec un expert en odontologie 1égale furent satisfaisants.
L’erreur moyenne =+ ’écart type fut de 0.04 £ 0.03 pour TDA, and 0.06 £+ 0.04 pour TDA-DL. Le coefficient
de corrélation de Pearson estimé entre I’I3M calculé par 1’expert et notre modéle fut de 0.93 pour la combi-
naison U-Net avec TDA et 0.89 pour la combinaison U-Net avec TDA-DL.

Conclusion : Cette solution combinant une approche d’apprentissage profond avec une analyse topologique
offre une précision de prédiction de 95% par rapport a un expert. Ainsi, ce cas d’étude illustre la faisabilité
d’une solution automatisée capable de calculer I’I3M afin d’aider les experts ou d’améliorer les autres algo-
rithmes estimant I’age des patients.

Importance Clinique : Ce cas d’étude montre qu’une approche d’apprentissage profond en combinaison
avec une analyse topologique a le potentiel d’offrir une solution d’aide a la décision dans le contexte d’une
estimation d’age d’un patient. Des études supplémentaires sur des bases de données plus larges et plus diver-
sifiées sont néanmoins nécessaires afin de confirmer les performances obtenues et éventuellement envisager
des applications cliniques.
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Abstract: Background: Expert determination of the third molar maturity index (I3M) constitutes one
of the most common approaches for dental age estimation. This work aimed to investigate the tech-
nical feasibility of creating a decision-making tool based on I3M to support expert decision-making.
Methods: The dataset consisted of 456 images from France and Uganda. Two deep-learning ap-
proaches (Mask R-CNN, U-Net) were compared on mandibular radiographs, leading to a two-part
instance segmentation (apical and coronal). Then, two topological data analysis approaches were
compared on the inferred mask: one with a deep learning component (TDA-DL), one without
(TDA). Results: Regarding mask inference, U-Net had a better accuracy (mean intersection over un-
ion metric (mloU)) 91.2% compared to Mask R-CNN 83.8%. The combination of U-Net with TDA or
TDA-DL to compute the I3M score revealed satisfying results in comparison with a dental forensic
expert. The mean + SD absolute error was 0.04 + 0.03 for TDA, and 0.06 + 0.04 for TDA-DL. The
Pearson correlation coefficient of the I3M scores between the expert and a U-Net model was 0.93
when combined with TDA and 0.89 with TDA-DL. Conclusion: This pilot study illustrates the fea-
sibility to automate I3M solution combining a deep learning and a topological approach, with a 95%
accuracy in comparison with an expert.

Keywords: Artificial intelligence; Age estimation; Dentistry; Deep learning; Machine Learning;
Neural Network; Topological Analysis

1. Introduction

Decision-making is a daily process used in all medical fields including dentistry. In
forensic medicine, age estimation has become an important challenge as biological mark-
ers vary notably from person to person, even in the context of identical chronological age
[1]. Therefore, this context constitutes a good pilot study for the development of a deci-
sion-making procedure aiming at categorizing one individual’s age. More specifically,
one of the most challenging issue involving living patients is to assess whether a person
is a minor or not (i.e. under or over 18 years of age) [2]. This question is especially key in
the context of unaccompanied asylum seekers without reliable documentation. The pro-
tocol of the Study Group on Forensic Age Diagnostics (AGFAD) for age estimation rec-
ommends combining a clinical examination (including the oral cavity), a hand radio-
graph, an orthopantomogram (OPG), and a CT scan of the clavicle medial end (if the skel-
etal development of the hand and wrist is completed) [3]. Following this
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recommendation, several techniques based on OPGs have been proposed to estimate the
age of a given individual [4,5]; however, there is currently no scientific consensus regard-
ing the best strategy.

Nearly fifteen years ago, Cameriere et al. [6] developed a topological method to esti-
mate whether the chronological age of a given person is below or above 18 years. This
approach is based on the relationship between the age and the third molar maturity index
(I3M), which takes into account the apex width (a and b respectively for the mesial and
distal apex width) and the tooth height (c) by computing the ratio : (a+b)/c [6,7]. A thresh-
old (cut-off) value of I3M<0.08 was identified and used to discriminate between minors
and adults. This method has later been applied to several populations and showed to be
the most efficient in discriminating between these two categories [8-10].

However, this technique can only be performed by a forensic expert requiring time
and cost, which sometimes raise ethical issues especially in the context of unhealthy or
legally-implicated minors. Moreover, I3M estimation requires and depends on the expe-
rience in dental radiograph interpretation, and therefore represents a potential source of
inaccuracy, as illustrated by the I3M inter-intraclass correlation coefficient (ICC) values
that are good or excellent, but never perfect [11-13]. This difficulty in dental radiograph
analysis is not specific to I3M calculation, and must therefore be carefully managed, espe-
cially given the ethical and legal impact of the final decision [14-16]. This dependence on
human interpretation strongly highlights the need for an accurate tool able to support and
standardize I3M score estimation in order to assist less experienced forensic expert and
reduce inaccuracies.

Thus, the aim of the present pilot study was to investigate the technical feasibility of
creating a decision-making tool based on I3M index for forensic experts. This study pre-
sented an automated approach consisting of a mask inference on OPG followed by a top-
ological analysis with or without a deep learning component. Performance was computed
for each task, and the accuracy of their combination was finally investigated in compari-
son with the forensic expert’s I3M estimation. The null hypothesis was therefore: the I3M
inferred by the solution is identical to the one estimated by the expert.

2. Materials and Methods

2.1. Study and Database

This study was conducted with accordance of the local ethical committee (HCL-
21_440). A retrospective set of 530 OPGs was obtained from a previous French study [8]
and thanks to an international collaboration with the Hospital of Mulago (Uganda; ethical
validation SBS-216). The image collection was performed in accordance with local and
national ethical standards and the Declaration of Helsinki and its later amendments. The
present study was conducted and reported following as much as possible the recommen-
dations on artificial intelligence in dentistry [17], more specifically, on the 25 items pre-
sented in the article, 23 were followed while two others (clustering and missing data man-
agement) were not applicable in our context. The OPGs were first cropped to extract left
and right mandibular third molar images downsized to 256x256 pixels, a reasonable res-
olution for experts to distinguish the dental details and therefore properly assess the I3M
score. Each image was analyzed by an I3M expert (CT) to assess the possibility to estimate
an I3M score. Among others, radiographs without two apices or without a third mandib-
ular molar were excluded. The final reviewed dataset was composed of 456 images, 57%
of the patients were minor for an average age of 17.9 years.

2.2. Data splitting, pre-processing, and augmentation

A model is defined as the combination between a segmentation algorithm (mask R-
CNN or U-Net) with one computing the I3M through a topological analysis with or with-
out a deep-learning component. In order to assess the performance of each model, 80% of
the database was assigned to the training sample, and the remaining 20% to the testing
sample, which was solely used to compute the statistical error once the model was trained.
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Before training and testing Mask R-CNN and U-Net (see below), a data pre-processing
procedure was applied using the contrast limited adaptive histogram equalization
(CLAHE) enhancement approach. This image processing enhances the contrast through a
transformation function based on the neighborhood region of each pixel [18]. Data aug-
mentation techniques were also applied using random rotations and flips of the images.

2.3. Labeling process

The use of supervised algorithm implies prior labeling on the training set. The label-
ling processed, performed by RB, consisted in manually creating a polygon mask (instance
segmentation) of the mineralized tissue. One apical and one coronal mask were manually
created using the ‘labelme” annotation tool under the open MIT license [19].

2.4. Training of mask inference with Mask R-CNN and U-Net

Two deep-learning approaches were used and compared in order to perform the
mask inference: Mask R-CNN and U-Net.

Mask R-CNN is a region-based convolutional neural network, its backbone is the
Faster-RCNN algorithm with an additional final convolutional branch enabling the pre-
diction of an object mask [20]. Mask R-CNN is an algorithm developed by the Facebook
Al Research team and was implemented, in our context, under the open MIT License (mat-
terport)[21].U-Net is a convolutional neural network with a characteristic U-shaped archi-
tecture that was specifically developed for biomedical image analysis and has already
proven to be successful in analyzing tooth decay on x-ray images [22].

Both U-Net and Mask R-CNN are supervised learning algorithms that require la-
beled inputs, in our specific context: instance segmentation of the mineralized tissue.

In order to train the network, a batch size of 32 images was chosen for U-Net and 20
for Mask R-CNN. The weight update was performed with a stochastic gradient descent
optimizer for both Mask-RCNN and U-Net. A 5-folds cross validation approach was im-
plemented to assess the network robustness and optimize the remaining parameters. The
analysis concluded on an optimal convergence after 10 epochs for both Mask-RCNN and
U-Net.

2.5. Topological Data Analysis without Deep Learning (TDA) or with Deep Learning (TDA-DL)

Topological Data Analysis (TDA) consists in the application of the mathematic disci-
pline of topology to data extracted from a real system allowing the analysis of geometrical
patterns such as shapes [23]. Two specific approaches were compared to compute the I3M
figures based on a segmented tooth (mask).

The first step of TDA consisted in the rotation of the image by vertically aligning the
barycenters of the two instances segmentations in order to compute the tooth height (pa-
rameter c). The second step consisted in applying a gradient approach to find the line
equidistant to both instance segmentations. This line represented the root canal center, its
ending points was the middle of the apices. The final steps consisted in finding the two
extremities of each apex. Simulation of radii centered on various points of the centered
line were used to partition each instance segmentation in two parts: one separating the
pulp and the dentine, the other separating the tooth and the environment. The extremity
of the apex constituted the transition between these two parts. Finally, the a, b, and ¢ pa-
rameters were computed: a and b corresponded to the distance between the two extremi-
ties of each apex, and c was the distance between the lowest and the highest point on the
vertical axis.

The TDA-DL approach consisted in combining a topological data analysis followed
by a deep learning approach. The first step was the rotation of the image by vertically
aligning the barycenters of the two instances segmentations (apical and coronal) in order
to compute the height (parameter c) of the tooth. The segmentations (apical and coronal)
were then virtually separated into two sections by a vertical line joining the barycenters.
The coronal limit points were defined, on the left and right side of the vertical line, as the
lowest points of the coronal segmentation. In order to find the apical limit points, a deep
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learning approach was implemented. It consisted in fitting an inverted U-shape line at the
center of the apical mask. The U-shape line was mathematically defined by five points:
two ending points and three inflexion points. A U-Net convolutional network was trained
to infer this apical mask skeleton. The apical limit points were then defined, on the left
and right side of the vertical line, as the ending points of the inferred U-shape skeleton.
The a and b parameters were then computed as the distance between the coronal and
apical ending points on the left side and on the right side, respectively, of the vertical
middle line (Figure 1).

Figure 1. Illustration of the Topological Data Analysis (TDA) and Topological Data Analysis asso-
ciated with Deep Learning (TDA-DL). Topological Analysis to determine the tooth height and apex
diameter: (a) instance segmentation, (b) vertical rotation based on the barycenters, (c) root canal
middle line based on the gradient analysis (cyan), segmentation of the root canal walls in four parts
(pink, green, light blue, yellow) based on the radii analysis (orange) and the vertical line joining the
barycenters, (d) measure of the tooth height and apex diameter, (e) root canal ending points (blue,
red) obtained by deep learning, (f) measure of the tooth height and apex diameter.

2.6. Performance assessment

In order to assess and understand the segmentation error, every mask inferred by the
algorithm was visually checked in comparison to the expert’s radiographic graphical anal-
ysis to identify errors on the apices or on the crown.

The Intersection over Union metric (IoU) was computed to evaluate the Mask R-CNN
and U-Net performance to infer the apical and coronal masks. Given G the ground truth
mask and I the inferred mask, the IoU follows: loU = |G NnI|/|G U | .In our specific con-
text, one could label each pixel as True/False Positive/Negative, the computation of the
IoU then becomes: IoU = TP/ (TP + FN + FP) . IoU was computed for each radiograph
on the apical mask, the coronal mask, as well as on the total combined mask. Paired sam-
ple bilateral T-Test was computed in order to assess the existence of a statistically signifi-
cant difference between maskRCNN and U-Net.

In order to properly assess the error related solely to the topological analysis, the
algorithm was also applied on ground truth segmentations. The inferred metrics, a, b and
¢ were then compared to the expert’s ones.

In order to assess the impact of the error on the final decision, the I3M threshold was
set to 0.08: for I3M<0.08, the subject was considered as being >18-year-old, for I3M>0.08,
the subject was considered as being <18-year-old.

2.7. Statistical analysis

In order to analyze the ability of the automated approach to compute I3M, a paired
bilateral T-test analysis was performed with a type 1 error of 0.05.

The tested null hypothesis was therefore: the inferred I3M is equivalent to the one
computed by the expert.

This approach was used to compare the I3M inferred by the complete automated
solution combining the deep learning and the topological approach to the expert’s one. It
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was also used to compare the I3M inferred by the topological analysis on the ground truth
mask to the expert’s one in order to isolate the error inherent to the second part of the
process.

Analysis of the performance of the different algorithms regarding the final decision
was performed using the McNemar’s test for nominal data and the null hypothesis was
the presence of an agreement.

Pearson correlations were also computed in order to estimate the linear dependency
between the expert’s I3M and the one computed by the various algorithms.

3. Results

3.1. Performance and errors of mask inference

Paired sample T-test of bilateral difference demonstrated a significative difference
between Mask R-CNN and U-Net for the segmented masks (p-value : 3.20E-22), the apical
masks (3.71E-22) and the overall masks (6.93E-07). In terms of mean intersection over un-
ion, U-Net performed better than Mask R-CNN for the coronal mask (U-Net: 92.9 %; Mask
R-CNN: 86.1 %), the apical mask (U-Net: 74.8 %; Mas R-CNN: 62.1 %) as well as the overall
mask (U-Net: 91.2 %; Mask R-CNN: 83.8 %) (Table 1).

Table 1. Performance of mask inference (Mask R-CNN or U-Net) on the different segmented part
of the tooth.

Segmented Mask ~ Mask R-CNN mlIoU* U-Net mloU* p-value
Coronal 86.1% 92.9% 3.20E-22
Apical 62.1 % 74.8 % 3.71E-22
Overall 83.8 % 91.2 % 6.93E-07

* mloU: mean intersection over union metric.

Errors analysis of the mask inference confirmed the superiority of U-Net over Mask
R-CNN (Figure 2). As a matter of fact, the identification of the root apical part seemed to
be more challenging for Mask R-CNN, reducing de facto the accuracy in the estimation of
a+b (errors # in Figure 2d, 2e, and 2f). It also appeared that Mask R-CNN had difficulties
in identifying the crown in its entirety, which could also impact the computation of ¢ (er-
rors * in Figure 2d, 2e, and 2f).

o &
SN T
0 #

Mask R-CNN Mask R-CNN

e

“a

U-Net

Figure 2. Illustration on three different radiographs (a,b,c) of the segmentation and its associated
error with Mask-R CNN (d,e,f) and U-Net (g /h,i). Green: True Positive, Orange: False Positive, Red:
False Negative, #: illustration of Mask R-CNN errors on the apices, *: illustration of Mask R-CNN
error on the crown.

BUI
(CC BY-NC-ND 2.0) 19

194
195
196
197
198
199
200
201

202

203

204
205
206
207
208
209
210
211
212

213
214
215
216
217
218
219
220

221

222
223
224
225



At this stage, in the training sample, approximately two thirds of the OPGs (57/88)
were kept, which corresponded mostly to under-aged subjects (80% of the sample). In-
deed, the remaining 31 OPGs presented closed or almost closed apices, which made diffi-
cult for U-Net to identify the two different parts of the tooth, and therefore for TDA or
TDA-DL to identify the two apices.

3.2. Performance of TDA and TDA-DL

Topological analysis on the ground truth mask revealed similar performance be-
tween TDA and TDA-DL. TDA was able to determine a + b with a mean absolute error
(MAE) + standard deviation (SD) of 12.26 +7.21 pixels in comparison with the value of the
expert, while the TDA-DL MAE + SD was 17.98 + 9.08 pixels (Figure 3). Similarly for c, the
MAE = SD was 26.67 + 9.97 pixels for TDA and 26.21 + 10.28 pixels for TDA-DL (Figure 4).
Paired t-test analysis for TDA (p-value: 7.61x10?) and TDA-DL (1.40x10%) on ground
truth found p-values<0.05, thereby rejecting the null hypothesis of similar mean between
the expert and the various combinations.

60
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Error in pixel
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TDA TDA-DL

Figure 3. Performance of Topological Data Analysis (TDA) and Topological Data Analysis associ-
ated with Deep Learning (TDA-DL) on ground truth segmentation to determine the I3M numerator
(atb).
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Figure 4. Performance of Topological Data Analysis (TDA) and Topological Data Analysis associ-
ated with Deep Learning (TDA-DL) on ground truth segmentation to determine the I3M denomi-
nator (c).
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I3M’s similarity is important however the final decision (minor or adult) remain in
our context the key part. The McNemar test on agreement between the expert and the
algorithm was neither rejected for TDA (p-value: 15.73%) nor for TDA-DL (p-value:
8.33%).

3.3. Performance of TDA and TDA-DL

The combined approach consisted in implementing the best segmentation algorithm
followed by the different topological analyses in order to compare their ability to predict
the I3M score. The MAE + SD was 0.04 + 0.03 for U-Net combined with TDA and 0.06 +
0.04 for U-Net combined with TDA-DL in comparison with a dental forensic expert. Both
these combinations were able to reproduce 94.7 % (54/57) of the expert decisions.

Paired t-test analysis rejected the null hypothesis of equivalent mean only for U-Net
combined with TDA (p-value of 16.36 x102).

The similarity of performance between U-Net combined with TDA or with TDA-DL
was also confirmed by the analysis of the correlation between the I3M score computed by
the expert and estimated by the different approaches. As a matter of fact, the Pearson
correlation coefficient was of 92.77% (p-value=6.47x108) for U-Net combined with TDA
and 89.28% (p-value=4.96x10#) for U-Net combined with TDA-DL (Figure 5).
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Figure 5. Overall comparison between TDA and TDA-DL with the expert. Performance of the two
solutions were analyzed in terms of pixel error (a). Coherence between the two solutions and the
expert were analyzed through pearson-correlation (b,c).

Analysis of the final decision based on the I3M score revealed a non-rejection of the
McNemar test for any of the combinations considered, with a p-value of 8.33x102 for all
the cases.
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4. Discussion

The aim of this study was to evaluate the feasibility of replicating the cognitive mech-
anism of a forensic expert using an innovative approach consisting in the combination of
supervised deep-learning approaches and automated topological algorithms. The results
suggested that U-Net was the best approach to infer the mask of the mandibular third
molar. They also revealed that the two topological approaches offered similar perfor-
mance regarding their ability to properly infer a, b, and ¢, and therefore the I3M score.
The developed approach was able to mimic the forensic expertise with a 94.7% accuracy.
However, several methodological, technical, and ethical questions must be discussed.

Methodologically, unsupervised machine learning techniques such as deep neural
network regressions have been implemented in order to prevent human errors [4,24-27].
These automated methods appear to be particularly attractive as they are fast and less
time-consuming since they do not require any prior labeling work. However, these mod-
els have been reported to not be mature enough to be implemented, due to their high
variance especially regarding the key chronicle age of 18 years [4]. In order to overcome
such an issue, the approach of the present study consisted in being based on the I3M score,
which has good results regarding the key chronicle age of 18 years [6,7]. The present pro-
cedure consisted in using an intermediate segmentation (mask). This innovative approach
reduces the dimensionality of the problem by transforming the original image into simple
shapes, which become a better input for the topological analysis in order to properly meas-
ure a, b, and c. Previous publications in this field have suggested segmentation with a
unique mask for the whole tooth [26-28]. However, by definition, such approaches do not
encapsulate the presence of two different tissues (mineralized tissue and pulp tissue) at
the tooth apex, preventing de facto the algorithm ability to compute the apex width (a, b).
To resolve this issue, the present study proposed the implementation of a two-mask ap-
proach. Such a strategy could easily be adapted to other dental expertise fields requiring
measurements or calculus on dental radiographs, for example in order to assess endodon-
tic complexity or to estimate bone loss [29-31].

Regarding the first part of the model, the algorithm produced slightly inferior results
compared to previous studies attempting to segment mandibular third molar through
Mask-RCNN or U-Net [27,28,32]. This could be explained by the fact that our database
included mostly young patients with starting root formation whose segmentations are
more complicated due to inconsistent morphologies [27,28]. Moreover, the results are
highly influenced by the apical mask, which is likely more complicated to segment due to
the wide variety of anatomies and developmental stages encountered. As previously re-
ported [32-34], our results revealed that U-Net was particularly indicated to infer masks
on dental radiographs. Moreover, the error analysis revealed that U-Net was also better
at identifying the apices of roots. This difficulty during the segmentation to identify en-
tirely the apices of roots have already been observed for molars [35,36], and this point is
particularly important for performing future accurate topological analysis.

Regarding the overall performance, U-Net combined with TDA or with TDA-DL dis-
played a 95% accuracy in comparison with the expert’s decision, which is promising for
this first pilot study. It is important to note that these results were obtained on a database
with an 80% share of underage patients given the necessity to have a large panel of open
apices radiograph. Indeed, compared to other similar studies [36,37], the present study
presented a relatively low number of OPGs, which might have limited the algorithm abil-
ity to learn all possible root configurations, and one could reasonably expect better results
with a larger training database.

Graphical analysis between the expert’s measurements and the ones produced by the
algorithm revealed a systematic overestimation by the latter. These discrepancies can be
explained by the fact that the algorithm used the crown most coronal point when estimat-
ing the c value, while the expert used a reference point that is more centered on the crown;
regarding a and b, the algorithm by design measured the distance between the two most
apical points while the expert used points that are slightly more coronal, in other words
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the expert estimated a width at the apical constriction while the algorithm estimated it at
the apical foramen.

This pilot study also highlighted several limits that must be discussed. Indeed, the
present study was performed after a manual cropping of the third molar, which limited
its ease of use but also led to better results. A future perspective would be to implement
an automated cropping of the mandibular third molars, such an approach appears to be
relatively easy according to published studies [24,28]. It is also important to note that ma-
jor differences could exist between populations, but also between OPG themselves,
thereby leading to different root configurations, positions, and radiograph qualities, po-
tentially increasing the errors during the labeling and the I3M computation [38]. Previous
studies based on unsupervised approaches have offered very few explicability tools and
often times display direct raw results without giving to the user the possibility of evalu-
ating the intermediary step leading de facto to Black Box Models. Notwithstanding, it is
worth mentioning the Grad-CAM heat map that was proposed to improve the explicabil-
ity of deep-learning supervised solutions [39]. By reporting the masks and displaying the
a, b, and c segments on the radiograph, the procedure proposed herein allows any expert
or user to visually validate the mask inference as well as the computation of the score,
thereby greatly improving the overall explicability and transparency. A selection bias is
also inherent to the expert’s filtering process. As a matter of fact, the selection criterion
was: radiographic images compatible with the computation of an I3M score. In other
words, only teeth with open apices were selected, leading to the creation of a subject sam-
ple for which the average age was lower than 18 years. However, further investigations
could lead to the production of an algorithm able to identify the tooth stage or closed apex
on a given radiograph, and therefore compensate for this bias [24,40]. Furthermore, this
pilot study based itself on a single forensic expert and a relatively small database mixing
radiographic images from two countries. In this context, the generalization of the pro-
posed approach would require more extensive research on larger, more diverse database,
as well as the comparison to a panel of several I3M experts.

Finally, some ethical questions relative to the use of Al-based technologies could be
raised [41], especially given the legal impact any mistakes could have. This question is
challenging; however, with respect to EU law, most of the time, most of the responsibility
is transferred to the user (aka the expert) [42]. It, therefore, requires to be particularly care-
ful upon distributing such a technology. Critically, the aim of this study was to estimate
the technical feasibility of developing a tool for educational purpose or to assist experts in
uncertain cases, especially when the score averages around 0.08; this study never intended
to replace forensic experts. This fully transparent approach offering visual results to the
final user is particularly important since Al in dentistry is a fairly recent field of investi-
gation, trust must be gained in order to obtain a sustained and fully accepted system [41-
44].

5. Conclusions

This study presented an innovative strategy to compute various factors on OPGs. It
was able to segment mandibular third molars in two parts and measure the apex width (a
and b), as well as the tooth height (c). The best approach consisted in a U-Net algorithm
combined with a topological approach. The addition of a deep learning component to the
topological approach did not improve the quality of the decisions made by the algorithm.
This study illustrated the technical feasibility of creating a decision-making tool of I3M
index for forensic experts with a 95% accuracy and an I3M mean absolute error of 0.04.
However, due to the numerous limitations highlighted by this proof-of-concept study,
further investigations are required before a fully functional implementation.
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III.Discussion

Afin de permettre une réplique du processus décisionnel d’un expert, I’article présente
une approche innovante a deux égards : son approche de segmentation bi-masque ainsi que sa

combinaison algorithmique.

1. Premicre innovation : la segmentation bi-masque

La segmentation d’organes dentaires par intelligence artificielle a été abordée a de mul-
tiples reprises dans la littérature avec d’excellents résultats (29—32). Néanmoins les approches

consistaient systématiquement en une unique segmentation de chaque dent (figure 7).

Figure 7 : Segmentation Proposée par Leite et al. Proposant un masque unique pour estimer

le contour de la dent. (33)

Il est aisé d’observer qu'une telle segmentation omet d’identifier le parenchyme pul-
paire empéchant de facto toute possibilité de réalisation de mesures en lien avec cet ¢lément,
notamment, I’ouverture apicale.

La solution proposée par notre article (figure 8) fit de segmenter les tissus dentaires

radio-opaque contigus. Nous obtenons alors non pas un mais deux masques de segmentation.
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Figure 8 : Segmentation Proposée par notre article
En bleu la portion apicale des tissus durs dentaire, et en rouge la portion coronaire. Une
telle distinction permet d’inférer le parenchyme pulpaire se situant entre la portion apicale et

coronaire.

Cette nouvelle approche permet ainsi d’avoir en négatif le détail de I’anatomie pulpaire,

et d’effectuer dans un second temps les mesures.

2. Seconde Innovation : combinaison algorithmique

Les algorithmes d’intelligence artificielle appliqués a la segmentation voire aux calculs
de certaines métriques (y compris 1’age) de I’organe dentaire ont été nombreux (29,32-36). La
premiere génération de ces algorithmes fiit celle des approches par réseaux de neurones recon-
nus pour leur stabilité. Néanmoins, ces premieres propositions n’ont pas su offrir un niveau de
précision suffisant, notamment en ce qui concerne I’estimation de 1’age et plus particulierement
la discrimination majeur / mineur (37). Notons, de surcroit, que de telles propositions aménent
fréquemment a des solutions de type « black box » c¢’est-a-dire offrant un résultat brut (ma-
jeur/mineur) sans pour autant offrir d’explicabilité dudit résultat. Ce type de solution peut donc
difficilement étre une aide a la décision puisqu’elle impose sans détails un résultat.

Notre approche, grace a la combinaison de deux algorithmes, permet d’améliorer les
deux faiblesses exposées plus hauts. Le premier algorithme, un réseau de neurone, permet de
segmenter la dent, le second correspond a une approche topologique prenant comme donnée
d’entrée la simple segmentation. L analyse topologique correspond a 1’é¢tude des formes et de
la géométrie afin d’en extraire des informations. L’utilisation de la segmentation comme don-
née d’entrée représente une réduction drastique de la dimensionalité du probléme permettant
de s’assurer d’une bien meilleure performance du second algorithme. Ainsi la combinaison des

deux algorithmes permet d’améliorer la précision des résultats. En outre, le second algorithme,
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puisque topologique permet d’offrir un résultat visuel permettant une explicabilité et un posi-

tionnement en tant qu’aide a la décision.

Figure 9 : Exemple du résultat de la combinaison des deux algorithmes illustrant
I’explicabilité du modele proposé. La ligne rouge au niveau des apex et celle en bleu verti-
cale correspondent aux mesures utilisées pour le calcul de I’I3M, tandis que les autres lignes

permettent d apprécier le contour des éléments dentaires inférés par [’algorithme.
3. Enjeux ¢éthiques et perspectives

3.1Enjeux éthiques

Ce projet, de par ’application d’algorithmes, qui plus est dans un contexte médico-
légal a impacts individuels important, est forcément li¢ a des questions éthiques dites d” « Al
Ethics » dans le cadre spécifique de I’intelligence artificielle (38).

Les algorithmes de « deep-learning » sont par définition auto-apprenant et en perpé-
tuelle évolution. Ainsi, nul ne peut prédire I’impact de I’apprentissage sur les futures prédic-
tions. Ces caractéristique de non prévisibilité et faible stabilité propre au deep-learning com-
plexifient grandement la réglementation (39). Est-il possible dans le contexte de ce systéme
imprévisible d’engager la responsabilité du développeur sur les conséquences de la prise de
décision ?

Dans le cas d’une aide a la décision, telle que développée dans I’article, au niveau eu-
ropéen, la responsabilité éthique et 1égale engagée reste celle de 'utilisateur final, qu’il soit

expert ou non (40,41).
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La solution proposée est un cas d’étude illustrant la capacité d’un systéme a répliquer
un processus décisionnel complexe. Il conviendra dans un second temps d’optimiser ledit sys-
téme grace a une base de données de plus grande ampleur et offrant une plus grande diversité.
Cette étape permettra a terme de s’assurer d’obtenir un outil stable, fiable et généralisable a
I’ensemble les situations cliniques afin de pouvoir déployer plus largement la solution

(38,41,42).
3.2Perspectives

La capacité de segmenter la partie apicale et coronaire de la dent, d’en inférer le trajet
central pulpaire ainsi que la capacité a réaliser une mesure graphique finale sont autant d’outils
qui peuvent trouver écho dans d’autres applications en odontologie (43,44) : estimation pré-
opératoire de la difficulté du traitement endodontique d’une dent, identification précise des
lésions radiographiques, positionnement idéal d’un implant, planification de chirurgie com-
plexe etc.

L’approche novatrice consistant a combiner deux algorithmes dont un permettant une
analyse topologique possede également le potentiel d’améliorer la performance des réseaux de
neurones dores et déja proposés dans la recherche sur les différents domaines de I’odontologie
(45): odontologie conservatrice (46), endodontie (47,48), parodontologie (49), chirurgie (50),
implantologie (51).

Evidemment, les innovations proposées dans I’article ne sont pas uniquement appli-
cables au domaine de I’odontologie. L’utilisation de I’intelligence artificielle et plus particu-
lierement du « deep-learning » dans le domaine de la santé en générale (26) permet un diagnos-
tic plus rapide, une réduction des erreurs médicales, et éventuellement la possibilité pour les
patients de réaliser eux-mémes certaines analyses (52—54). L application de structure algorith-
mique similaire a celle proposée dans I’article peut permettre d’améliorer les solutions exis-

tantes voire d’en développer de nouvelles.
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Conclusion

Ce travail de thése propose une solution innovante dans le domaine de 1’odontologie
légale. L utilisation d’un algorithme pour réduire la dimensionalité du probléme et d’un second
d’analyse topologique afin d’estimer des points clefs sur I’image, constitue une approche no-
vatrice a un probléme complexe d’analyse d’imagerie médicale. Cette preuve de concept ne
saurait évidemment ne soustraire a 1’expertise d’un spécialiste, mais elle pourrait en revanche,
étre une aide a la décision réguliere pour ce dernier. Les résultats obtenus dans le contexte de

cette preuve de concept sont encourageants et démontre le potentiel de telles approches.
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BUI Romain - UTILISATION DE L’INTELLIGENCE ARTIFICIELLE AFIN DE REPLIQUER
UN PROCESSUS DECISIONNEL : CAS D’ETUDE EN ODONTOLOGIE LEGALE

Résumé :

L’utilisation de I’indice de maturité de la troisiéme molaire mandibulaire (I3M) afin de déterminer
I’age d’un patient est une pratique commune en odontologie légale. L’objectif de cette étude est de
calculer automatiquement cet index en combinant un algorithme d’intelligence artificielle avec un
algorithme d’analyse topologique. In fine, il s’agit de développer un outil d’aide a la décision.

La solution développée combinant une approche d’apprentissage profond avec une analyse topolo-
gique offre une précision de prédiction de 95% par rapport a un expert. Ainsi, ce cas d’étude il-
lustre la faisabilité d’une solution automatisée capable de calculer I’I3M afin d’aider les experts ou
d’améliorer les autres algorithmes estimant 1’age des patients.

Ce cas d’¢tude montre qu’une approche d’apprentissage profond en combinaison avec une analyse
topologique a le potentiel d’offrir une solution d’aide a la décision dans le contexte d’une estima-
tion d’age d’un patient. Des études supplémentaires sur des bases de données plus larges et plus di-
versifiées sont néanmoins nécessaires afin de confirmer les performances obtenues et éventuelle-
ment envisager des applications cliniques.
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